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ABSTRACT 

Opinion mining is the task of extraction and analyzes the user comments. Opinion of old user’s reviews is prominent 
to new user and developer. Normally the opinion mining is carried out in single domain and the extraction of 
relevant features from the reviews is more difficult in multi domain. Polarity prediction is more tedious when it 
considers only the opinion word and different domain needs different algorithm to mine their opinion. The reading 
of all the customer reviews is more complex due to the hundreds and thousands of user reviews. This paper proposes 
the study of opinion mining tasks include feature extraction, polarity prediction and summarization. The intrinsic 
and extrinsic domain relevance mechanism is extracting the relevant and contrast domain features using intrinsic 
and extrinsic domain relevance score. The polarity of opinion word is mined with the help of the scores generated 
using SentiWordNet and polarity of the prior word. Another task in opinion mining is classifying the given review 
into recommended or not recommended. The semantic orientation of words is more helpful in prediction of these 
recommendations. The summarization is very useful to new users to make decision properly and optimized manner.  
 
Keywords- Feature, IEDR, Opinion, Prior Polarity, SentiWordNet, Semantic Orientation. 

--------------------------------------------------------------------------------------------- 
I  INTRODUCTION 

The textual information consists of two parts such as fact 
and opinion. Nowadays, the opinion mining task is 
mainly focus on web due to the large volume of 
opinioned text. Opinions are more important because 
whenever the people wants to buy any product or deal 
any situation or characters of famous person they want to 
hear others opinion about it. In olden, opinion mining 
deals the two important terms such as opinion from 
individual (family and friends) and business. The opinion 
in the form of surveys, focus groups and 
consultants.Opinion mining is also termed as sentiment 
analysis. The prediction of opinion, sentiments and 
emotions expressed in the text is main goal of opinion 
mining. The people express their opinion on anything 
such as movie reviews, forum, discussion groups and 
blogs like Facebook, twitter etc. product reviews like 

amazon, flip cart etc. Day-by-day it will increases due to 
easy accessibility of reviews, document on the web. 
Machine learning in natural language processing and 
information retrieval were increased due to development 
of practical method at making these widely available 
corpora.  Recently many researchers focus on opinion 
mining and sentiment analysis. They are trying to fetch 
opinion information and analyze it automatically with 
computers. In product based opinion mining improves the 
productivity, quality etc. in developer side and the 
purchasing is efficient in customer side. In movie based 
opinion, improve the next creation of the movie related 
people, the audience get others thought about the 
particular movie. In news blog or news media based 
opinion mining, the different communities, organization; 
people express their opinion in different form. Several 
blog reviews, social sites review based pinion mining is 
worked by researchers.  
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The Part-Of-Speech tagging is the method to extract the 
features and opinions with help of the Part-Of-Speech 
tagging tools. Several free tools available in online or 
offline to extract the features and opinion from the given 
reviews.  The polarity of the opinion word may be 
positive, negative, neutral or both that can be predicted 
with the help of the SentiWordNet [3] using scores. The 
prior polarity of the opinion word will be determining the 
polarity of the opinion words. If the prior polarity has 
negation meaning, then it leads to negative polarity to 
that word. The semantic orientation [4] of the words is 
also used in research to improve the performance of 
opinion prediction. Normally opinion mining use single 
domain to classify their thoughts. Some researcher’s 
perform cross domain sentiment classification to improve 
the performance of the classification. Based on domain 
relevance score, the features present in various reviews 
can be selected for classification. Initially the features are 
extracted and pruned. Finally the relevant features only 
selected for further classification and summarization. 
Summarization takes place in two ways. (1) The feature 
with positive and negative sentence. (2) The feature with 
positive and negative word. 
The paper is organized as the following sections. Section 
II describes the Domain Relevance Score technique for 
feature extraction; Section III explains the Opine 
technique for opinion classification, Section IV depicts 
the SentiWordNet method to classify the given word 
using visualization, Section V elaborate the Contextual 
Polarity mechanism to predict the opinion efficiently, 
Section VI describes the Semantic Orientation method to 
classify the given sentence into recommended or not 
recommended, Section VII describes the Techniques 
called Semantic role labeling for identification of opinion 
holder, opinion and opinion topic. The paper ends with 
Conclusion. 

 
II DOMAIN RELEVANCE SCORE 

 
Normally features are extracted or patterns are mined 
from a single review corpus. The features extracted from 
a multiple review corpus have been conducted in domain 
specific corpus and domain independent corpus. Domain 
independent corpus is contrast to the domain specific 
corpus. The features are extracted from the reviews 
termed as Candidate features. 
The sentences are crawl from the review are used to 
extract the features. The opinion features are identified 
based on the Domain Relevance [1] value. The domain 
relevance is used to check whether the term is related to 
the particular review or corpus or not. The domain 
relevance value is predicted with the help of the 
dispersion and deviation. The dispersion is identified how 

frequency a term is used across all documents by 
measuring the distributional significance of the term 
across different document in the whole domain.   The 
deviation quantifies how frequently a term is used in a 
particular document by measuring its distributional 
significance in the document.   The dispersion and 
deviation are calculated with the help of the frequency-
inverse document frequency (TF-IDF) term weight. For 
each ti in a document have a term frequency TFij in a 
particular document Dj and a global document frequency 
DFi. 
The deviation is quantified how significantly a term is 
used in each document in the corpus. Finally the domain 
Relevance is calculated using dispersion and deviation as 
follows. Two algorithms are used to extracted candidate 
features and pruned the irrelevant features 
The performance is evaluated using the two real world 
reviews like cellphone and hotel.Comparison is done with 
Intrinsic Extrinsic Domain Relevance and several other 
techniques like. 

(1) Intrinsic-domain Relevance, deals only 
the contrast corpus to extract opinion features. 

(2) Extrinsic-domain relevance, deals only 
the contrast corpus to extract opinion features. 

(3) Association rule mining which identify 
the frequency using opinion features. 

(4) Dependency parsing which uses 
synthetic rules to extract features. 

 
III   OPINE 
 
The product reviews are crawled and find the opinions 
related to the product. The rating is available in the 
website to describe the opinion about the product. 
Reviews such as Hotel reviews are considered and predict 
the opinion about the particular hotel. 
Unsupervised information extracted provides the solution 
to each of the above subtasks. OPINE [2] , a review-
mining system whose components include the use of 
relaxation labeling to find the semantic orientation of 
words in the given products and sentence. Comparison is 
made between previous review mining system and find 
the feature and extraction tasks using OPINE’s precision. 
Predict the opinion belonging to each feature. OPINE 
method have two inputs like product reviews and product 
class. The output is a set contain the features and ranked 
opinion list. Steps involved in OPINE method is 
described below. (i) The reviews(R) are parsed with the 
help of MINIPAR parse. The parser review is assigned as 
R. (ii) Find the explicit (identified form the sentence) 
feature using parsed reviews(R’) and product class(c). 
The explicit feature is assigned as ‘E’. (iii) The opinion 
about the explicit feature is identified using parsed review 
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(R). The opinion is assigned as ’O’. (iv) The opinions are 
clusters and clusters opinion is CO. (v) Using the 
clustered opinion explicit features and implicit features 
are gathered. (vi) Finally the Rank is produced using 
Clustered opinion. (vii) The final set is produced using 
Ranked Opinion and Explicit, implicit features. The set 
contain each feature and associated opinions. 
Opinion phrases are extracted the opinioned word may be 
adjective, verb, noun or adverb phrases. The opinions can 
be positive or negative and vary strength. The point wise 
mutual information between the phrases that is estimated 
from web search engine hit counts.   The PMI scores are 
converted to binary features for a naïve bayes classifier, 
which outputs a probability associated with each fact. 
Consider the scanner, the explicit features like scanner 
size(properties), scanner cover(parts), batterylife(features 
of parts), scannerImage(related concepts), 
scannerImageSize(Related concepts features) Finding 
opinion phrases and their polarity 

1. The opinion word is identified through Extracted 
Rules-The opinion word Extracted Rules LIKE 

2. Word Semantic Orientation (SO) labels are 
positive, Negative and Neutral. 

3. Polarity identification- iterative procedure is 
needed to find the neighborhood of the features for each 
iteration. The algorithm uses update equation to re-
estimate the problem of object local based on its previous 
problem estimate and the features of its neighborhood. 
The neighborhood is finding with the help of the 
conjunction and disjunction. If SO (w)>0, the w is 
positive, otherwise w is negative. 
 
IV  SENTIWORDNET 

 
Opinion about product and political candidates are used. 
The automatic extraction of opinion of PN-polarity of 
subjective term word net is used to estimate the opinion 
into three numerical scores. They are obj(s), pos(s), 
neg(s). Identify how the term contained in SYNSET [3] , 
three scores are derived by combining the results 
produced by a committee of eight ternary classifier. 
Within opinion mining, several subtasks are available; (i) 
Determining text SO-polarity - Decide whether a given 
sentence has a factual feature (describes a given situation 
or event without describing a positive or negative opinion 
on it) or expresses an opinion in the form of subject. The 
given text is categories into two forms, one is subject and 
another one is object. The object is further classified as 
positive and negative. (ii) Determining Text PN polarity - 
Finding whether the given text expresses positive or a 
negative opinion on its subject matter. (iii) Determining 
the strength of text PN-polarity -         After finding the 
polarity of the text, check the strength of the polarity like 

weakly positive, mildly positive, strongly positive, 
weakly negative, mildly negative, strongly negative.  
Each of the scores range from 0.0 to 1.0 and their sum is 
1.0 for each synset. Consider an example. “Estimable”, 
corresponding to the sense “may be computable or 
estimatable” of the adjective estimatable, has an obj score 
of 1.0( and pos and neg score of 0.0). while “Estimable”, 
corresponding to the sense “deserving of respect of high 
regard” has a positive score of 0.75, a neg score of 0.0 
and obj score of 0.25. 
The point is a single term have a positive and negative 
PN-polarity each to a certain degree. The graded 
evaluation of opinion related properties of terms can be 
helpful in the development of opinion mining.  A tedious 
classification method will probably label as objective any 
term that has no strong SO-polarity for example term 
such as short or alone. 
The sentiwordnet is an method to finding the PN polarity 
of the term. This method relies on training a set of ternary 
classifiers, each of them capable of deciding whether a 
synset is objective or positive or negative. Each ternary 
classifier differs from the other training set. Because the 
training set and its learning device used to train a set is 
differ from each training. 
The relations are expressed the synonyms and direct 
antonyms between terms. In case of synset, synonyms 
cannot be used, because it is relation that defines synsets, 
thus it does connect different synsets. So, the method of 
wordNet-affect, a lexical resourse, the tags wordnet 
synset by means of a taxonomy of affective 
categories(e.g. behavior, personality, cognitive state). 
The basic assumption that terms have similar polarity 
tends to have “similar” glosses. For example, that the 
glosses of honest and intrepid will both contain 
derogative expressions.  The variability does not affect 
the overall accuracy of the method, but small deviation is 
arise between subjective and objective items.  

 
V  CONTEXTUAL POLARITY 

 
Phrase level sentiment analysis is carried out. Initially it 
check whether an expression is neutral or polar. 
Automatic identification of contextual polarity [11] for 
lare subset is done. Sometimes the entries are tagged with 
priori prior polarity. 
Example: Beautiful-positive polarity, Horrid-negative 
polarity. Sentence: Philip clap. President of the national 
Environment Trust, sums up well the general thrust of the 
reaction of environment movements: “there is no reason 
at all to believe that the polluters are suddenly going to 
become reasonable”. The  polar word and prior word is 
contradict with each other. Some of the positive polarity 
is “Trust”, “well”,”reason”, ”reasonable”. The above 



Study Of Opinion Mining From Web Content…. R. Abirami et al., 

  

 

370 

 

positive sentiment “reason” contain negative prior 
polarity ‘no’. this will change the polarity of “reason”. 
“trust” is simply part of a referring expression and is not 
being used to express a sentiment. Then the polarity is 
neutral. Only “well” has the same prior and contextual 
polarity. Negation be local(e.g. ot good) or longer 
distance dependencies such as negation of the 
preposition(e.g does not look very good) or negation of 
the subject(e.g no one thinks that its good). 
Two-step process one is machine learning and another 
one is variety of features 

Step1: find Neutral or polar 
Step2: Find polarity 

They create corpus and add contextual polarity judgment 
to the existing annotations in the multi-perspective 
question answering (mpqa) opinion corpus annotations of 
subjective expressions. Subjective expressions is any 
word or phrase used to express an opinion, emotion, 
evaluation, speculation etc. annotators were instructed to 
tag the polarity of subjective expression as positive, 
negative, both or neutral. 
The positive tag for positive emotions (I’m happy), 
evaluations(great idea!) and stances (she supports the 
bill). The negative tag is for negative emotions (I’m sad). 
Evaluation (bad idea!) and stances (she’s against the bill). 
The both tag is for positive and negative. The neutral tag 
all other subjective expression, speculation and those they 
do not have positive or negative polarity. 
The reasoning is that breaking the will of a valiant people 
is negative, hence not succeeding in breaking their will is 
positive. Prior-polarity subjectivity lexicon 

1. List of subjective classes 
2. Group the list of words based on relation 
3. Marked as strong subjective, weak       
subjective 
4. Expand the list using dictionary and a thesaurus 
5. Tag the clues in lexicon with prior polarity  

 
VI  SEMANTIC ORIENTATION 

 
A simple unsupervised learning algorithm is used to 
classify the reviews in the form of recommended (thumbs 
up) or not recommended (thumbs down) [4]. The 
classification is carried on with the help of semantic 
orientation of the given phrases in the reviews that 
contain adjective and adverbs. The association is 
predicted based on semantic orientation. The good 
association is revealed by positive semantic orientation, 
the bad association is revealed by negative sematic 
orientation.  
The average sematic orientation is calculated, based on 
this decision is made. Finally the classification is done as 
review is recommended or not recommended. The input 

for the algorithm is reviews and the output is the 
classification i.e. recommended or not recommended.  
The PMI-IR(Point wise Mutual Information- Information 
Retrieval) algorithm is to estimate the sematic orientation 
of a phrase. This method has measure the similarity of 
pair of words or phrases to a positive reference 
word(“Excellent”) with its similarity to a negative 
reference word(“poor”). 
Classifying reviews (i) Extract phrases containing 
adjectives or adverbs Some complexity will arise 
adjectives, consider an example “unpredictable”. It is 
negative sentiment in automobiles reviews like 
“unpredictable steering”. Other word it is positive 
sentiment in movie reviews like “unpredictable plot”. The 
algorithm extracts two consecutive words, one is 
adjective or adverb another one is context provider. Part-
of-speech tagger is applied to the review and obtains 
those two consecutive words. Some patterns of tags for 
extracting two words phrases from review is given below. 
The third pattern conveys that the first two words are 
adjective and the third word cannot be a noun. Then that 
sentence is taken as input for algorithm. (ii) Estimate the 
semantic orientation of the extracted phrase using PMI-
IR algorithm. The PMI of any tow extracted words 
(word1 and word2) is defined as followsP(word1 and 
word2) means that the problem of co-occurance of word1 
and word2. PMI(word1 and word2) shows the 
dependency between the two words. The semantic 
orientation of a phrase is calculated from (A). the 
reference word like ”excellent” and “poor”  were be 
chosen because the rating for poor is one and Excellent is 
five.  The semantic orientation is positive when the 
phrase is strongly associated with excellent and semantic 
orientation is negative when the phrase is strongly 
associated with poor. The number of hits for a given 
query is hits(query).  The co-occurance is interpreted as 
NEAR To avoid divide by zero exception adding 0.01 to 
the hits value. To avoid the phrase contain list less than 
four(i.e. both hits(phrase NEAR “excellent”) and 
hits(phrase NEAR “poor”) were simultaneous less then 
four). Aggregate the SO of the phrase in the given review 
and predict that reiew is recommended or not 
recommended If the value of the semantic orientation is 
positive, then the review is recommended. If the value of 
semantic orientation is negative then the review is not 
recommended. 

 
VII SEMANTIC ROLE LABELING 

 
The method for identification an opinion with its holder 
and topic of online news media text [6]. The method of 
exploiting semantic structure of a sentence attached to an 
opinion bearing as adjective or verb semantic role 
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labeling method is used as intermediate step to label an 
opinion holder and topic using data from FrameNet. 
Task is decomposed into three phrases. 

(i) Identify the opinion word 
(ii) Labeling semantic roles related to the word in 
the sentence 
(iii) Finding the holder and topic of the opinion word 
among the labeled semantic roles. 

Clustering technique is used to predict the frame for a 
word, which occur most probably and is not defined in 
FrameNet. Traditionally researches are based on 
identifying opinion expression and subjective 
words/phrases. They less concentrate on subjectivity and 
polarity such as opinion holders, topic of opinion and 
intertopic/ inter-topic relationships. Identifying opinion 
holders in an important activity in news articles. 
Normally product reviews does not need opinion holder. 
But in news article it is more important. Each holder 
express their opinion in different form(holders like 
people, organization and countries). The different thought 
holders are aggregated and find the opinion on social and 
politicals issues leads to better understanding of the 
relationship among people or organization or countries. 
Product review consider product itself or its specific 
features such as design, quality etc. but the news media 
different from that. It focuses on social issues, governs 
acts, news event or some one’s opinion. 
Opinion topic identification is somewhat difficult. There 
is no prelimit of topics in advance. First they identify an 
opinion, the opinion holder and topic. The opinion holder 
is an entity who holds an opinion and topic is what the 
opinion is deals. Finally the output is like a triples 
store<opnion, holder, topic> in a database. FrameNet 
data is used by mapping target words to opinion bearing 
words and mapping semantic roles to holders, topic and 
the use them for system training. 
Finding opinions and their holders and topic using 
FrameNet data, extracting opinions from news media text 
with holders and topic. The basic concept behind this 
approach is exploring how an opinion holders and a topic 
are semantically related to an opinion bearing word in a 
sentence. These method identify the frame elements in 
the sentence and searches which frame element 
corresponds to the opinion holder and which to the topic. 

(i) Opinion words and related frames Collect opinion 
words: Consider that an opinion-bearing 
(positive/negative) word is a key indicator of an opinion. 
First identify opinion bearing word from a given sentence 
and extract its holder and topic. Basically the sentiment 
classification is two way classification problem (i.e. 
positive and negative). By adding neutral as a new 
sentiment. They create a three-way classification problem 

(ii) Find opinion related frames: The collection of 
frames related to opinion words from the framenet 
corpus. A frame consists of lexical items called lexical 
unit(LU) and related frame elements. For instance LUs in 
ATTACK frame are verb such as assail, assault and 
attack and noun such as invasion nalid and strike. 

(iii) FrameNet Expansion: The opinion related frames 
searches for a correlated frame for each opinion’s verb 
and adjective, not all of them are defined in framenet 
data. Some words such as criticize and harass in their list 
have associate frames other such as vilify and maltreat do 
not have those(case 2). For the case2, they use a 
clustering algorithm CBC (Clustering By Committee) to 
predict the closest frame of undefined word from existing 
frames. 

1. Semantic role labeling 
(i) Identify candidate of frame elements 
(ii) Assign semantic role for those candidate 

(a) Parsing the given sentence then do step 
1. They classified candidate constituents of frame 
elements from non-candidate. 
(b) Each selected candidate was thus 
classified into one of the frame types (stimulus, 
Degree etc.). 

Table 1 describes the different techniques to perform the 
tasks related to the Opinion mining. 
 

Table 1 
Opinion mining Techniques and Description 
 

Technique Description Dataset 
Domain 
Relevance 
Score 

Extracting the features 
using weight, 
Dispersion, Deviation. 

Camera 
and Hotel 

Opine Extracting Opinion 
using MiniPar and 
Semantic Orientation. 

Product 
Reviews 

SentiWordNet Visualization tool for 
Predicting Opinion 

Product 
and 
Political 
candidate 

Contextual 
Polarity 

Opinion prediction 
using Prior polarity  

 
- 

Semantic 
Orientation 

Opinion Prediction 
using Association 
rules and Point Wise 
mutual information 

Movie 

Semantic 
Role Labeling 

Identify the Opinion in 
addition to that 
Opinion holder and 
topic 

News 
Media 

 
VIII  CONCLUSION 
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The survey of feature based opinion mining is performed 
with some common techniques. Opinion mining is the 
prominent way to describe pros and cons for a particular 
review. The multi-domain features extraction and opinion 
mining about the features is more efficient compared to 
the different in-domain opinion mining due to the 
efficient usage of time and cost. The novel approach is 
being used in opinion mining is to extracting holder, topic 
together with the opinion is more efficient method is 
news media. The polarity is predicted based on approach 
like point wise mutual information, semantic orientation, 
prior polarity etc. normally the features extraction and 
polarity prediction is happened individually. The 
recommendation of reviews is also used in the opinion 
mining based on their aggregated value of semantic 
orientation. The SentiWordNet is utilized during the 
polarity prediction. The feature summarization has two 
forms (1) summarize the feature with their positive and 
negative polarity. (ii) Summarize the feature with their 
positive review and negative review.  
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